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We develop and validate an automated approach to determine canopy height, an important metric for global biomass assessments, from micro-pulse photon-counting lidar data collected over forested ecosystems. Such a lidar system is planned to be launched aboard the National Aeronautics and Space Administration’s follow-on Ice, Cloud and land Elevation Satellite mission (ICESat-2) in 2017. For algorithm development purposes in preparation for the mission, the ICESat-2 project team produced simulated ICESat-2 data sets from airborne observations of a commercial micro-pulse lidar instrument (developed by Sigma Space Corporation) over two forests in the eastern USA. The technique derived in this article is based on a multi-step mathematical and statistical signal extraction process which is applied to the simulated ICESat-2 data set. First, ground and canopy surfaces are approximately extracted using the statistical information derived from the histogram of elevations for accumulated photons in 100 footprints. Second, a signal probability metric is generated to help identify the location of ground, canopy-top, and volume-scattered photons. According to the signal probability metric, the ground surface is recovered by locating the lowermost high-photon density clusters in each simulated ICESat-2 footprint. Thereafter, canopy surface is retrieved by finding the elevation at which the 95th percentile of the above-ground photons exists. The remaining noise is reduced by cubic spline interpolation in an iterative manner. We validate the results of the analysis against the full-resolution airborne photon-counting lidar data, digital terrain models (DTMs), and canopy height models (CHMs) for the study areas. With ground surface residuals ranging from 0.2 to 0.5 m and canopy height residuals ranging from 1.6 to 2.2 m, our results indicate that the algorithm performs very well over forested ecosystems of canopy closure of as much as 80%. Given the method’s success in the challenging case of canopy height determination, it is readily applicable to retrieval of land ice and sea ice surfaces from micro-pulse lidar altimeter data. These results will advance data processing and analysis methods to help maximize the ability of the ICESat-2 mission to meet its science objectives.

1. Introduction

The Ice, Cloud, and land Elevation Satellite (ICESat) has returned unprecedented data on elevation changes over ice sheets, sea ice freeboard heights, cloud vertical distribution, and vegetation canopy height (e.g. Harding 2005; Kurtz et al. 2008; Zwally et al. 2005; Schutz et al. 2005; Shuman et al. 2006; Lefsky et al. 2005; Thomas et al. 2008; Yi, Zwally, and Sun 2005; Magruder et al. 2007; Fricker 2005; Kwok et al. 2007; Pang et al.)
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2008; Zwally et al. 2008; Popescu et al. 2011; Rosette, North, and Suárez 2008). With ICESat’s successful demonstration of spaceborne lidar technology for cryosphere and ecosystem applications, NASA (National Aeronautics and Space Administration) is developing a follow-on mission, ICESat-2, scheduled to be launched around 2017. The ICESat-2 mission is expected to extend the time series of ICESat observations in order to fully characterize the trends in ice sheet and sea ice changes and detect the differences in these trends over time. It will carry a micro-pulse photon-counting lidar operating at 532 nm wavelength, named ATLAS (Advanced Topographic Laser Altimeter System) (Abdalati et al. 2010). While measurement of land ice elevation, sea ice freeboard, and changes in these variables is the primary science objective, estimation of terrestrial biomass and carbon storage through assessments of vegetation canopy heights is an additional planned capability of the ICESat-2 mission (Abdalati et al. 2010). The mission’s ecosystem science requirement states that ‘ICESat-2 shall produce elevation measurements that enable independent determination of global vegetation height, with a groundtrack spacing of less than 2 km over a 2-year period (Level-1 science requirements and mission success criteria available at http://icesat.gsfc.nasa.gov/icesat2/mission_overview.php’).

As NASA moves forward with the development of the ICESat-2’s ATLAS instrument, the degree to which the current instrument design will yield data beneficial to the vegetation and ecosystem science community is not yet known. This uncertainty originates from the application of a fundamentally different altimetry technology in ICESat-2 as compared with the original ICESat mission. The use of a lower per-pulse laser energy (25–100 μJ) and photon-counting detection mechanism in the proposed ATLAS instrument configuration poses certain challenges for canopy height determination from future ICESat-2 data. Further challenges arise from the low reflectivity of soil (0.3) and vegetation (0.1) and low atmospheric transmission at 532 nm. Depending upon vegetation type, crown density, atmospheric conditions, and solar elevation, the number of detected signal photons reflected from the canopy-top and the underlying ground surface is expected to range between 0 and 10 for each laser shot. Additionally, the presence of photon events associated with solar background noise and atmospheric scattering (above and within the canopy and below the ground surface) further complicates the detection of signal returns from vegetation and ground under canopy. The low signal levels, combined with the substantial background noise, will ultimately result in a very low signal-to-noise ratio (SNR) per footprint, introducing challenges to automatic retrieval of vegetation height. Therefore, sophisticated techniques are required to accurately extract the ground and canopy surfaces to enable canopy height determination from future ICESat-2 data. Several Science Definition Team (SDT) members have been working to prototype automated algorithms for canopy height determination. As part of ICESat-2’s SDT efforts and in direct support of the mission, we examine airborne micro-pulse lidar data, sub-sampled to the level expected for ICESat-2, in order to determine how best to extract vegetation canopy height. Though not a definitive statement of what ICESat-2 capabilities will be, this work develops and validates an automated approach for vegetation height retrieval from micro-pulse photon-counting data that would be applicable to ICESat-2, and provides important insights into the challenges to be expected and methods to overcome them.

2. ICESat-2 measurement concept

The architecture of ICESat-2’s ATLAS instrument will differ from the Geoscience Laser Altimeter System (GLAS) that flew on ICESat. In contrast to GLAS’s single-beam, high-
energy, waveform-digitizing infrared lidar system, ATLAS will be a multi-beam, low-energy (25–100 μJ), photon-counting laser altimeter system operating at 532 nm (Yu et al. 2010). The multi-beam design enables measurement of cross-track slopes on a per-orbit basis, which were previously determined via several repeat-track and crossover analyses (Abdalati et al. 2010). The currently planned six-beam system has a 3 × 2 configuration, wider in cross-track direction, so that the footprints sweep out three pairs of tracks, consisting of strong and weak beams, that are separated by 3.3 km. Each laser pulse will illuminate a 10 m-diameter spot on the ground every 70 cm (e.g. Abdalati et al. 2010; Yu et al. 2010).

The main differences between the ICESat-1 and -2 missions are the high- versus low-SNR system design and analogue versus digital detection mechanisms. In general, high-SNR systems, such as GLAS, favour simplified designs over weight, size, and power consumption, and do not use available photons efficiently (Cossio et al. 2010). ICESat-2’s lidar, however, will rely on emission of much lower energy pulses at a higher repetition rate (10 KHz), which will enable a denser spatial sampling (Abdalati et al. 2010). The aggregate pulse energy for 100 ATLAS strong-beam laser shots over a GLAS-equivalent 70 m footprint is 10 mJ, which is about half that of GLAS.

The ATLAS instrument will record single photon events which are returned from a full distribution of surfaces illuminated by the laser pulse. With only a few detected photons per laser fire, accumulation of photon returns from hundreds of laser shots in the along-track direction is required to reliably recover a target’s vertical structure (Degnan 2002). The principal challenge in processing photon-counting data is the existence of noise photons due to ambient light and atmospheric scattering.

3. Collection of airborne micro-pulse lidar data over forested ecosystems

The ICESat-2 project team created ATLAS-like data from two airborne lidar campaigns collected by a commercial micro-pulse sensor developed by Sigma Space Corporation. During these campaigns in October 2009, the airborne micro-pulse lidar was flown over the Pine Barren regions of Silas Little and Cedar Bridge in New Jersey and the Smithsonian Environmental Research Center (SERC) forest located in Maryland. The data are available from the NASA Goddard ICESat-2 website (http://icesat.gsfc.nasa.gov/icesat2/).

The Pine Barrens is a heavily forested, flat, and sandy ecosystem whose flora composition is largely determined by fire frequency (Collins and Anderson 1994). Pitch pine (Pinus rigida) and shortleaf pine (Pinus echinata) are the most abundant trees here. A variety of oaks grow among the pines, including black oak (Quercus velutina), white oak (Quercus alba), post oak (Quercus stellata), chestnut (Quercus prinus), scarlet oak (Quercus coccinea), and blackjack oak (Quercus marilandica) (Collins and Anderson 1994). Here, the moderately dense canopy cover (70–80%) allows sunlight to penetrate and reach the forest floor, resulting in a well-developed and richly diversified understory. In this article, the flightlines over the Pine Barrens are represented as Cedar-2 and Cedar-4.

The closed canopy SERC forests (with 33,500 trees of 84 species) are mostly characterized by their hardwood species. This site is mainly dominated by upland forest but also comprises floodplain forests. The tree species in the upland forest include, but are not limited to, the ‘tulip poplar’, several oaks (Quercus spp.), beech (Fagus grandifolia), and several hickories (Carya spp). The forest is also characterized by the mid-canopy of red maple (Acer rubrum) and sour gum (Nyssa sylvatica), and an understory composed
of American hornbeam (*Carpinus caroliniana*), spicebush (*Lindera benzoin*), and paw-paw (*Asimina triloba*). The tall floodplain forest (as high as 40 m) is largely dominated by ash (*Fraxinus spp*), sycamore (*Platanus occidentalis*), and American elm (*Ulmus Americana*) (Parker 2012). The data acquired by a Sigma Space Corporation (Lanham, MD, USA) photon-counting lidar were collected along five tracks over the SERC forests during leaf-on conditions with canopy closure around 95%. Data over three of these tracks (represented in this article as SERC-1, SERC-3, and SERC-5) were used to create the simulated ICESat-2 data.

Selection of these two forested ecosystems, the Pine Barrens and SERC, as study areas provides an opportunity to assess the performance of the algorithm over moderately dense to dense canopy covers.

### 4. Simulated ICESat-2 data

To assess the performance of the automatic surface detection algorithm proposed in this article, we used a simulated ICESat-2 data set that was created from the Sigma Space lidar data over two forested ecosystems (as discussed in the previous section). The Sigma Space lidar instrument employed beam-scanning (100 beams), micro-pulse photon-counting technology operating at 532 nm, and a high repetition rate of 100 KHz (Barbieri et al. 2009). Though employing similar technology, ICESat-2’s ATLAS instrument will have only six beams operating at fixed angles and a lower repetition rate of 10 kHz. As a result of the design differences between the ATLAS instrument and the Sigma Space lidar, the collected signal photon density was substantially higher than expected for ICESat-2. Hence, to produce ATLAS-like data, the airborne lidar data were down-sampled both geometrically and radiometrically (Herzfeld et al. 2013; Barbieri et al. 2009, 2010).

The data were first edited by Sigma Space such that many photons above the canopy surface and below the terrain surface were eliminated to produce a signal-only data set for further simulation. Then, the ICESat-2 project team resampled the photon returns in the signal-only data set at a point spacing and photon density expected for ICESat-2 (Barbieri et al. 2009). A brief description of the methodology used to produce ICESat-2 simulated data is provided below.

To emulate the spatial distribution of the future ICESat-2 data, 10 m-diameter footprints were specified every 70 cm along the aircraft ground track (Barbieri et al. 2009). For a given ICESat-2 footprint, the number of signal photons was calculated from a Poisson distribution with the mean parameter equal to the expected signal estimates, based on the ATLAS instrument performance model for vegetated surfaces (Martino 2010). The mean number of signal photons per shot for our study sites was modelled at 1.93, representing the high-energy beam case in ICESat-2’s six-beam configuration (Martino 2010). Within each simulated footprint, the location from which to select a return photon was then determined by a randomly generated angle and radial distance. The radial distance, $r$, was calculated from a Gaussian-weighted distribution (2-sigma diameter = 10 m) and the angle $\alpha$ was calculated using a uniform distribution (Figure 1). The closest photon to this location was selected within a 1 m buffer; however, if no photons were found within this buffer size then none were selected for that footprint (Barbieri et al. 2009). The choice of buffer size (also referred to as cap size) mainly depended on data density and computer time required for photon selection (see Herzfeld et al. (2013) for detailed information). For each footprint location, random selection of photons was repeated until the desired number of photons (as specified by a Poisson distribution) was reached.
To further simulate ATLAS data, random noise events were added back to the data set (Barbieri et al. 2010). The major source of background noise in photon-counting systems is scattered solar radiation of the same wavelength as the laser output (Degnan 2002). To mimic solar background noise typical of night-time, daylight (clear sky), and daylight (high humidity) conditions, noise rates of 0.5, 2, and 5 MHz, respectively, were added to the simulated ATLAS data sets (Martino 2010). A noise rate of $N$ MHz represents an average of $N$ recorded noise photons for each microsecond of time corresponding to 150 m of vertical range. Due to the stochastic nature of atmospheric scattering, the number of noise photon returns at the detector was simulated using a Poisson distribution (e.g. Yang et al. 2011; Liu et al. 2006):

$$P_k(\lambda) = \frac{j^k \exp(-\lambda)}{k!},$$

where $P_k(\lambda)$ is the probability of $k$ noise photons arriving at the detector when the expected number of photons is $\lambda$ depending upon the noise scenario, the Poisson parameter is calculated as

$$\lambda = R_{bin} \times \frac{2n}{c},$$

where $R_{bin}$ is the range bin width, $n$ is the noise rate, and $c$ is the speed of light.

It should be noted that in reality, background noise spatially varies in the along-track direction mainly as a function of surface reflectance, local atmospheric conditions, solar incidence angle, and vegetation structure (Degnan 2002). For this reason, noise photon generation was adjusted by the relative shot density of the signal within each simulated footprint. Addition of noise in this step could over-represent noise within the canopy, due
to the fact that in the preprocessing step, only noise photons from below the ground surface and above the canopy-top were deleted. Figure 2 presents an example of simulated ATLAS data for a flightline over the SERC forest.

The ATLAS-like data sets used in this study were developed for algorithm development and assessment purposes. These were not intended to exactly duplicate the performance of the ATLAS instrument and therefore they could not directly be used to derive conclusions about the potential capabilities of ICESat-2 with regard to canopy height determination. However, they allow us to develop insight into the challenging issue of recovering ground and canopy-top signals amid noisy micro-pulse photon-counting data, which is of great utility for the ICESat-2 mission.

5. Methodology

In order to determine canopy height from simulated lidar data sets, ground and canopy-top surfaces should be accurately recovered. Calculating the differences between these two surfaces will then result in canopy height estimates. Several challenges exist in detecting signal photons in the noisy photon-counting data. The main challenge arises from the presence of noise photons above and within the canopy and below the ground surface, along with the associated spatio-temporal variability of noise levels. Moreover, low SNR from the underlying terrain – especially in the case of dense forest cover – prohibits robust extraction of the ground surface and therefore impacts the accuracy of height retrieval. The objective of this research is to demonstrate a methodology that can automatically extract signal photons based on mathematical and statistical techniques. We achieve this goal through the following steps.
First, in order to roughly filter out noise events in the simulated ICESat-2 data, photon returns from 100 laser shots (equivalent to a 70 m GLAS footprint) in the along-track direction are accumulated to subsequently generate a histogram of elevations. Here, we used an elevation bin size of 1 m and elevation range of 100 m to build the histogram. The histogram \( h(z) \) is smoothed by the central moving average method, formulated as

\[
\tilde{h}(z_0, 2q + 1) = \frac{1}{2q + 1} \sum_{k=-q}^{q} h(z_k),
\]

where \( \tilde{h}(z) \) is the smoothed histogram, \( z \) is elevation, and \( q \) is the number of points around each \( z_0 \in [z_{-q}, z_q] \) over which averaging is performed (\( z_{-q} \) and \( z_q \) are the limits of the averaging interval). The simulated data are then filtered according to the two ends of the histogram with a three-standard deviation (3\( \sigma \)) cut-off, removing the highest and lowest noise events in the point cloud.

To approximate the location of signal photons, we calculate and analyse the cumulative elevation distribution for 100 footprints. The inflection point of the cumulative elevation curve corresponds to the elevation at which the highest density of returned photons exists. In other words, the elevation interval within which the curve’s inflection point falls represents the elevation range where a transition from low–high and high–low photon density occurs for the corresponding 70 m distance. We selected a 40 m elevation interval around the inflection point to avoid over-filtering at this stage of the analysis. Photon events were classified as signal if they occurred within the 40 m elevation buffer. Extracted signal photons in this step could be those returning from either the canopy-top, the ground surface, or those reflected from within the canopy. Some background noise photons are also misclassified as signal, but this is not of significance given that only an approximation of signal locations is desired at this point.

To help identify signal photons more accurately, we generate a signal probability metric that represents the normalized photon density around each photon in a rectangle in the \( XZ \) plane (\( X \) is the along-track dimension and \( Z \) is the elevation dimension). The signal probability vector (\( \Gamma \)) for all the photons in the point cloud (\( G \)) is populated thus:

\[
\forall \Psi_i(x_i, z_i) \in G, 1 \leq i \leq k; D_i = \{ \Psi(x, z) ||x - x_i|| \leq a \& |z - z_i| \leq b \}
\]

\[
\gamma_i = \frac{n(D_i)}{\text{max}(n(D))}, \Gamma = \begin{bmatrix}
\gamma_1 \\
\gamma_2 \\
\gamma_3 \\
\cdots \\
\gamma_k
\end{bmatrix}
\]

where \( D_i \) defines a cloud of individual photons (\( \Psi' \)), each at coordinates \( (x, z) \) around the centre photon \( \Psi_i \) at \( (x_i, z_i) \), from the first to the \( k \)th photon; \( a \) and \( b \) are the \( X \) and \( Z \) dimensions of the rectangle surrounding each photon \( \Psi_i \); \( \gamma_i \) is the normalized density of photons in each cloud \( D_i \), defined as the count of photons in each cloud (\( n(D_i) \)) divided by the maximum number of photons in any cloud (\( \text{max}(n(D)) \)); and \( \Gamma \) is the probability vector of all such normalized densities. We chose \( a = 35 \) m to take advantage of the horizontal trend in ground and canopy surfaces, and \( b = 2 \) m to avoid mixed signals from ground and tree crown surfaces.
Points/photons with low signal probability ($\gamma$) correspond well with the background noise photons (Figure 3); hence, to increase the SNR, these are removed from the point cloud. For this purpose, a spline is fitted to the points of lowest signal probability. Photons that lie within 1–3 standard deviations of the spline, depending upon the noise scenario, are classified as noise and subsequently removed from the data. The filtered lidar data now mainly consist of signal photons reflected from the ground surface/tree crowns and also dense clusters of volume-scattered photons.

Using the filtered data, we recover the ground surface by finding the lowermost photons in each 10 m-diameter footprint. To eliminate the outliers and reduce the effect of misclassified noise photons, we use an iterative process based on cubic spline interpolation. If photons lie within three standard deviations of the spline fit they are classified as ground returns, otherwise they are removed. This process is repeated three times to ensure as much noise is removed as possible while still retaining enough data.

Once a ground surface is detected, we determine the canopy surface by finding the elevation at which 95% of above-ground photons exist in individual 10 m footprints. (To maintain consistency between algorithm development efforts, ICESat-2’s SDT proposed to define the canopy-top as where the 95th percentile of above-ground photons exists.) To eliminate the remaining noise, the same filtering technique as in the ground location step is performed. Finally, by applying the aforementioned sequence of processing steps and differencing the ground and canopy surfaces, we derive canopy height estimates from the simulated ICESat-2 data.
6. Results and validation

To investigate the performance of the proposed algorithm, we selected simulated ATLAS data sets of high laser energy and various noise levels. We then compared our ground and canopy height estimates to those derived from the full-resolution photon-counting lidar data sets, a digital terrain model (DTM), and a canopy height model (CHM) at both SERC and the Pine Barrens forests. The DTMs and CHMs were previously generated from independent airborne discrete-return lidar data acquired in October 2008 and provided to the ICESat-2 SDT for algorithm development and assessment purposes. It should be noted that the statistics reported here do not necessarily reflect the absolute errors in canopy height estimation. Several studies suggest that airborne lidars are likely to underestimate tree height (e.g. Morsdorf et al. 2008; Zimble et al. 2003; Hancock et al. 2011). However the only way to test the true performance of the algorithm and the micro-pulse instrument would be ground surveys, which were not possible in this work.

6.1. Algorithm performance assessment using full-resolution photon-counting data

In this section, the retrieved ground and canopy surfaces are validated against the reference surfaces derived from the full-resolution photon-counting lidar data. Table 1 provides a summary of mean residual and root-mean-squared (RMS) errors of retrieved ground elevations and canopy heights over each flight line. The residuals indicate how well the 25 m along-track segments extracted from the reference data and the results match for 1–3 km-long flight lines at SERC and the Pine Barrens. The reported canopy height errors correspond to the final tree height errors and not the canopy-top elevation. Three data acquisition scenarios were assessed, including night-time, daytime with clear skies, and daytime with high humidity conditions. At the Pine Barrens, the ground surface retrieval errors range from 0.2 to 0.50 m, whereas canopy height residuals fall between 1.6 and 2.2 m for different noise scenarios. For the closed canopy deciduous forests of SERC, the accuracy in determining the ground surface varies from 0.8 to 2.3 m, and canopy height estimates have errors in the order of 3.9–6.6 m. In general, the residual errors worsen with increasing background noise, which is mainly due to solar illumination in daytime acquisitions. The methodology yields better accuracies for Pine Barrens than SERC. This is mainly because the coniferous forests of Pine Barrens (lower canopy cover ~80%) allow more laser light to penetrate through the canopy

<table>
<thead>
<tr>
<th>Flight line</th>
<th>0.5 MHz noise (night)</th>
<th>2 MHz noise (clear day)</th>
<th>5 MHz noise (humid day)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ground surface (m)</td>
<td>Canopy height (m)</td>
<td>Ground surface (m)</td>
</tr>
<tr>
<td>Cedar-2</td>
<td>−0.74 0.50</td>
<td>0.49 1.63</td>
<td>0.72 0.48</td>
</tr>
<tr>
<td>Cedar-4</td>
<td>−0.15 0.21</td>
<td>−0.76 2.04</td>
<td>0.16 0.22</td>
</tr>
<tr>
<td>SERC-1</td>
<td>−0.13 0.81</td>
<td>0.70 3.98</td>
<td>0.20 0.82</td>
</tr>
<tr>
<td>SERC-3</td>
<td>0.15 1.35</td>
<td>−1.31 4.20</td>
<td>0.03 1.08</td>
</tr>
<tr>
<td>SERC-5</td>
<td>0.26 0.94</td>
<td>−2.50 5.30</td>
<td>0.22 1.31</td>
</tr>
</tbody>
</table>
and hit the underlying ground surface. This results in a stronger return signal from the ground and subsequently better canopy height retrieval accuracy. The strength of this technique is its success in detecting small changes in topography, since it relies on using local neighbourhood information in two dimensions rather than aggregating signals over long distances.

Figures 4 and 5 provide two examples of retrieved surfaces using this technique versus the reference surfaces, superimposed on the simulated ICESat-2 data. These figures indicate that the proposed technique can reliably recover top-of-canopy and ground surfaces despite the low (high) signal (noise) levels.

![Figure 4](image1.png)

**Figure 4.** (a) Simulated ICESat-2 data over the Cedar-2 flight line with a background noise rate of 5 MHz; (b) Retrieved terrain and canopy surfaces over the Cedar-2 flight line overlaid on simulated ICESat-2 data and compared against reference surfaces derived from full-resolution photon-counting data. Here, canopy height is retrieved with an average error value of $-0.49 \text{ m}$ and accuracy of $2.02 \text{ m}$.
6.2. Algorithm performance assessment using DTM and CHM

To further assess the performance of the algorithm, the derived surfaces from the simulated data were evaluated against the independent discrete-return airborne lidar-derived DTMs/CHMs for the study areas. Table 2 provides a summary of the mean and RMS residuals of the retrieved surfaces for all flight lines over the Pine Barrens and SERC.

At the Pine Barrens, the ground surface RMS residuals range from 0.3 to 0.5 m, and canopy height estimates indicate residuals in the order of 3.1–3.7 m. At SERC, where the canopy cover is significantly denser than that of the Pine Barrens, the ground and canopy surfaces were resolved to an average accuracy of 1.9 and 6.0 m, respectively.
It should be noted that there are differences inherent in the way the photon-counting lidar systems operate as opposed to discrete-return lidars from which the DTMs/CHMs were derived; thus vegetation is probably sampled quite differently. The ICESat-2 SDT performed a comparative analysis between the full-resolution photon-counting data and the DTM/CHM (Neuenschwander et al., unpublished data). They found that at the Pine Barrens and SERC sites, the canopy height residuals include approximately 4 and 5 m average biases, respectively, with RMS errors ranging from 3.4 to 5.6 m. This could be partly explained by the difference in the way the canopy surface is delineated in these two truth data sets. Moreover, because the CHM was gridded into a 1 m product, slight differences in geo-location could have caused discrepancies. The interpolation itself could have resulted in a loss of information and resolution affecting the residuals. As a result the residuals we observed, when comparing the results to the DTMs/CHMs, are probably overestimated. Despite this limitation, in the absence of a ground truth data set, this comparison provides the only truly independent validation available.

Figures 6 and 7 show examples of retrieved ground and canopy surfaces versus the DTM and CHM, respectively.

7. Conclusion
The ATLAS instrument on-board NASA’s ICESat-2 mission will use a technology newly applied to surface altimetry, with the main scientific objectives of measuring ice sheet elevation, sea ice freeboard (to enable thickness estimates), and canopy height (to enable vegetation biomass assessment). This new approach relies on using a high-repetition rate, low per-pulse laser energy (25–100 μJ), photon-counting detection mechanism. As the application of photon-counting altimetry from orbit has not previously been carried out, there are uncertainties about the data utility in regard to vegetation and ecosystem science objectives. The main challenge arises, generally, from the combination of transmitting low-energy laser pulses and the low reflectivity of soil and vegetation at the laser wavelength. Depending upon vegetation type, crown density, atmospheric conditions, and solar elevation, the number of detected signal photons reflected from the canopy-top and the underlying ground surface is expected to range between 0 and 10 for each laser shot. This, combined with solar background noise, will ultimately result in a very low SNR per footprint.

High-density foliage limits the amount of laser energy that penetrates through the canopy and reaches the surface. This results in low return from the ground, which
subsequently makes canopy height retrieval challenging. On the other hand, low canopy closure might not provide a strong return signal from the canopy-top, which also affects canopy height estimation. Therefore, sophisticated techniques are required to accurately determine canopy height. In this article, an automatic technique for detecting ground and canopy-top surfaces from simulated ICESat-2 data is developed and validated. Data analysed in this study were created from airborne lidar campaigns by a Sigma Space Corporation photon-counting lidar and were sub-sampled to the photon density expected for ICESat-2. The signal extraction algorithm developed in this article is based on a multi-step mathematical and statistical process in which local neighbourhood information in the photon cloud is utilized. The algorithm uses statistical parameters from a histogram of elevations for 100 shots in the along-track direction to detect high-density photon clusters. A signal probability metric is then generated to facilitate extraction of ground and canopy heights.
cover surfaces. Subsequently, an iterative cubic spline interpolation between classified ground/canopy-top photons further refines the classification results and improves the detection accuracy.

Validation of results against two reference data sets showed that ground/canopy elevation can be estimated from simulated ICESat-2 data with reasonably high accuracy. At the Pine Barrens, ground surfaces were recovered with an average RMS of 0.3 m and canopy heights were resolved with an average accuracy of better than 3.0 m. However, canopy height retrievals over SERC forests, with significantly higher canopy cover, were more challenging due to penetration of fewer photons through the dense layers of canopy. At SERC, the average residuals for ground surface and canopy-tops were 1.2 and 5.0 m respectively.

The results presented here are for two temperate forests in the eastern USA, and thus the conclusion should not be generalized to other biomes such as the dense, multi-layered...
canopy in tropical forests. Nonetheless, the algorithm performs reasonably well under a broad range of SNR scenarios. It should also be noted that regardless of the final ICESat-2 instrument parameters, the algorithm will still be applicable for detecting ground/canopy surfaces. Moreover, due to the algorithm’s success in the challenging case of forested ecosystems, it is very likely to produce accurate results from photon-counting data collected over land ice and sea ice.

There are limits to the applicability of laser altimetry over densely vegetated areas. At some point, the laser energy extinction is too high for any detectable returns to be expected from the ground surface. This is especially the case for the ICESat-2 mission, since the instrument design is primarily driven by ice objectives. Despite this fact, our results suggest that ICESat-2 could provide valuable capabilities for determining forest canopy height; however, the degree of its success in this regard remains a topic of ongoing research.
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